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Abstract: In item response theory, the number of response categories used in polytomous scoring has 

an effect on the fit of the model used. When the initial scoring model yields unsatisfactory estimates, 

corrections to the initial scoring model need to be made. This exploratory descriptive study used 

response data from Take Home Exam (THE) participants in the Statistical Methods I course organized by 

the Open University, Indonesia, in 2022. The stages of data analysis include coding the rater’s score; 

analyzing frequency; analyze the fit of the model based on graded, partial, and generalized partial credit 

models; analyze the characteristic response function (CRF) curve; scoring correction (rescaling); and re-

analyze the fit of the model. The fit of the model is based on the chi-square test and the root mean 

square error of approximation (RMSEA). All model fit analyzes were performed by using R. The results 

revealed that scoring corrections had an effect on model fit and that the partial credit model (PCM) 

produced the best item parameter estimates. All results and their implications for practice and future 

research are discussed. 
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INTRODUCTION  

Assessment is used to determine learning outcomes at a certain level of education (Rafi et 

al., 2023; Retnawati, Kartowagiran, et al., 2017; Reynolds, 2010), including at the higher educa-

tion level. The assessment uses measurement tools, one of which is a test (Brookhart & Nitko, 

2019; Retnawati, Hadi, et al., 2017). One form of test that is frequently used is a constructed-

response test (Brookhart & Nitko, 2019; Retnawati, Hadi, et al., 2017). Constructed-response 

tests are used to ensure that the tests used measure what they are supposed to measure 

(Retnawati, Hadi, et al., 2017), guarantee the honesty of the test takers, and reduce the potential 

for cooperation between test takers in working on the test. Based on the advantages of the 
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constructed-response test, the Indonesia Open University (Universitas Terbuka) has developed 

a test system called the Take Home Exam (THE) which uses constructed-response items used 

to measure student learning outcomes. 

THE at the Open University is an examination that is held at the end of the semester. THE is 

administered online, then students are given the opportunity to work on the test 12 hours after 

the test is administered or available in the system. After that, each subject lecturer would assess 

student work by assigning a score on each item that students work on. The score of each item 

is then entered into the system. The final student score is obtained by adding up the scores for 

each item. Estimating student competence or ability in this way still uses the classical test 

theory approach. 

The classical test theory approach has several limitations (see Hambleton & Jones, 2005; 

Retnawati, 2016; Zanon et al., 2016). In the classical test theory approach, the participant’s score 

obtained from a test is limited to that test, so that the test results are not possible to be 

generalized beyond the test (Hambleton & Jones, 2005; Retnawati, 2016; Zanon et al., 2016). 

Thus, the scores obtained by test takers are highly dependent on the choice of test, not on 

their abilities. As an illustration, when participants choose a test with an easy level of difficulty, 

the score will be high, but conversely if the test chosen has a high level of difficulty, the score 

will be low. Accordingly, another approach is needed to overcome the limitations of the 

classical test theory approach. 

There is another approach that can be used to estimate student abilities known as the 

modern approach. This modern approach is often referred to item response theory (IRT). For 

constructed-response (essay) items, the scoring used is polytomous. There are several mathe-

matical models for polytomous scoring to choose from: graded response model (GRM), partial 

credit model (PCM), and generalized partial credit model (GPCM) (Auné et al., 2020; Hambleton 

et al., 1991; Retnawati, 2014; Yılmaz, 2019). The analysis using these three models has not been 

applied to the scoring and estimation of students’ abilities in THE developed by the Open 

University. 

In the GRM, the response of a participant to the item j is categorized into m + 1 sequential 

categories, where k = 0, 1, 2, ..., m and m is the number of steps in completing the item j 

correctly (Retnawati, 2014; Samejima, 1970). In this model, the index of difficulty in each step 

is also ordered. The relationship between item parameters and participant abilities in the GRM 

for homogeneous cases (aj or item discrimination is the same for each step) by Samejima (1970) 

is expressed in Formula 1 and 2. 
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where P*
j0 (θ) = 1 and P*

jm + 1 (θ) = 0; θ is the level of individual’s ability; Pjk (θ) is the probability 

of an individual with the level of ability θ to obtain a score of category k on the item j; P*
jk (θ) 

is the probability of an individual with the level of ability θ to obtain a score of k or more on 

the item j; aj is item discrimination index of the item j; and bjk is difficulty index of category k 

for the item j.  

The PCM is an extension of the Rasch model on dichotomous data (Masters, 1988; Retnawati, 

2014). PCM assumes that each item has the same discriminating power. PCM is similar to GRM 

for items scored in tiered categories, but the index of difficulty in each step does not have to 
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be ordered (Retnawati, 2014). In this case, a step can have a higher level of difficulty than the 

next step. The PCM model by Masters (1988) is Formulated 3: 
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where θ represents the level of ability of a test taker; Pjk (θ) is the probability of a test taker 

whose level of ability is θ to obtain a score of category k on the item j; and bjv represents 

difficulty index of category v on the item j. 

GPCM is an advance development of polytomous scoring (Muraki, 1992; Retnawati, 2014). 

Muraki (1992) suggested that GPCM is a general form of PCM which is known as the item 

category response function. The GPCM is mathematically Formulated 4 (Muraki, 1992). 
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where θ denotes the level of ability of a test taker; Pjk (θ) is the probability of a test taker whose 

level of ability is θ to obtain a score of category k on the item j; aj denotes item discriminating 

power of the item j; and bjv represents difficulty index of category v on the item j. 

The GRM, PCM, and GPCM have been widely used in the previous studies to analyze the 

quality of constructed-response tests and to estimate the ability of test takers (e.g., Abdelhamid 

et al., 2021; Safitri & Retnawati, 2020; Sun et al., 2021). In the present study, we strives to apply 

the same to THE developed by the Open University. The contribution of this study is expected 

to provide constructive input for institutions in improving the quality of tests and their scoring. 

On a broader scale, this study is expected to provide guidance for researchers and test 

developers in designing scoring rubrics and choosing the right polytomous scoring model. 

Thus, this study aims to analyze the effect of the polytomous scoring model and its scoring 

corrections on the model fit.  

METHODS 

Study Design 

This descriptive study focuses on exploring the effect of the polytomous scoring model on 

the test instrument used in the Take Home Exam (THE) at the Open University and its scoring 

corrections on the fit of the polytomous IRT models. Three polytomous scoring models were 

tested in this study: GRM, PCM and GPCM. In order to perform the polytomous IRT models fit 

test, first, we rescaled each test taker’s raw score to six response categories (i.e., 0, 1, 2, 3, 4, 5). 

The new scores were then estimated using item response theory using the GRM, PCM, and 

GPCM . Furthermore, the scores with the six response categories were corrected by considering 

the results of item parameter estimation and the categorical response function (CRF) curve. 

The scoring correction produces a new score with three response categories (0, 1, and 2). Then 

this score is estimated again using the GRM, PCM, and GPCM. Finally, this study will test which 

model produces the best model fit parameter estimates after scoring corrections on the 

instrument used in THE. 
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Participants 

This study involved Open University students who took the Take Home Exam (THE) for the 

Statistical Methods I course which was held in 2022. A total of 1173 students participated in 

this study. Participants took THE online and they were given a maximum of 12 hours to com-

plete the test. Participants could access test items and upload their answers to the system 

provided by the Open University. They cannot upload their answers if they take more than 12 

hours to complete the test. 

Data Collection 

This study used student response data in answering the THE. The instruments used in the 

THE were used by the Open University to determine learning outcomes in courses offered in 

the certain academic year. In this study, we only focused on the of student response on Statis-

tical Methods I test held in 2022. The test consists of four constructed-response (essay) items. 

Student’s response or work on the test then was assessed by each lecturer in charge of the 

course online. Each item was assigned a maximum score of 25. The raw score for each item 

was input in real-time by the lecturer on the system. 

The data analyzed in this study was the raw score data per item for each student. We applied 

documentation techniques to obtain the student response data. In this case, the data was 

retrieved directly from the examination system developed by the Open University. The data 

obtained consisted of student ID, raw score per item, and total score. In this study, however, 

we only focused on raw scores per item, while student ID and total scores were not analyzed. 

Thus, the final data analyzed was the raw score per item for 1173 students taking THE. 

Data Analysis 

Data analysis begins with coding the rater’s scoring of the constructed-response items. This 

coding produces a polytomous score with six response categories (i.e., score of 0, 1, 2, 3, 4, and 

5). Afterwards, we conducted a frequency analysis to describe the distribution of each response 

category. The next step was to analyze the fit of the model with GRM, PCM, and GPCM. At this 

stage, we focused on investigating the model fit parameters, namely the chi-square test and 

the Root Mean Square Error of Approximation (RMSEA). In addition, we also analyzed the 

characteristic response function (CRF) curve for each test item in the GRM, PCM, and GPCM. 

We used the results of this analysis to make corrections to previous scoring. Based on the infor-

mation on the CRF curve, we corrected the score from six response categories to three response 

categories (i.e., 0, 1 and 2). After that, we re-analyzed the data using three response categories 

to obtain model fit information. We also investigated changes in the value of the model fit 

parameters before and after scoring corrections were made. The best model was obtained by 

considering the p-value and RMSEA. All analyzes were performed with RStudio using the ‘mirt’ 

package (Chalmers, 2012; The R Development Core Team, 2013). 

RESULTS AND DISCUSSION 

Distribution of Polytomous Scoring Results 

The polytomous scoring on THE consists of six score categories, namely 0, 1, 2, 3, 4, and 5. 

A score of 0 represents the test taker’s performance in answering THE is low and a score of 5 

represents that the test taker’s performance is high. The distribution of the test takers’ 

performance in answering the four THE items for each score category is presented in Table 1. 

In the item 1, the students’ performance was relatively even for each category. In addition, in 

the item 1, the most test takers obtained a score of 1 (21.5%) and a score of 2 (21.3%) and the 
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least test takers obtained a score in category 0 (12.4%). In the item 2, most test takers obtained 

a score of 5 (36.7%) and the least participants obtained a score of 0 (7.3%). In the item 3, the 

most participants received a score of 3 (30%) and the fewest participants received a score of 5 

(4.5%). In the item 4, the distribution of student performance was relatively even, where the 

most test takers received a score of 4 (21.3%) and the lowest test taker received a score of 0 

(12.2%). 

Table 1. Distribution of Polytomous Scoring Results on THE (N = 1173) 

Score 
Item 1 Item 2 Item 3 Item 4 

n % n % n % n % 

0 145 12.4 86 7.3 154 13.1 143 12.2 

1 252 21.5 99 8.4 160 13.6 197 16.8 

2 250 21.3 123 10.5 262 22.3 185 15.8 

3 138 11.8 188 16.0 352 30.0 229 19.5 

4 157 13.4 247 21.1 192 16.4 250 21.3 

5 231 19.7 430 36.7 53 4.5 169 14.4 

Comparison of the Fit of Polytomous IRT Models 

Three polytomous scoring models, i.e., GRM, PCM, and GPCM, were used to estimate the 

item and test taker’s ability parameters. The value of RMSEA was used to identify the fit of the 

items with the scoring model used. If p < 0.05, then an item does not fit the scoring model. 

The RMSEA and p-values of the four items for each polytomous scoring model are presented 

in Table 2. Based on Table 2, for GRM, there is only one item, namely item 1, which fits the 

model. Meanwhile, for scoring with PCM and GPCM, none of the items fit the model. These 

results indicate that the scoring using six categories (i.e., score of 0 to 5) does not fit the 

polytomous scoring models used: GRM, PCM, and GPCM. Categorical response function (CRF) 

curves for each item for the GRM, PCM, and GPCM respectively are presented in Figure 1. The 

response for each item in the GRM, PCM, and GPCM does not form a specific pattern, which 

makes it difficult to interpret. Furthermore, the CRF curve for each scoring category for each 

item does not work properly. This further confirms that polytomous scoring with six categories 

does not fit the GRM, PCM, and GPCM. Thus, the polytomous scoring category used in the THE 

for the Statistical Methods I test needed to be corrected. 

Table 2. Comparison of Fit of Polytomous Scoring Models in the THE 

Item 
GRM PCM GPCM 

RMSEA p RMSEA p RMSEA p 

1 0.015 0.147 0.025 0.002* 0.019 0.040* 

2 0.042 0.000* 0.036 0.000* 0.036 0.000* 

3 0.046 0.000* 0.030 0.000* 0.029 0.000* 

4 0.024 0.011* 0.024 0.004* 0.020 0.023* 

Note. * p < 0.05, item does not fit the model 

Correction on THE Scoring Category 

The polytomous scoring of the instrument used in the Statistical Methods I test which 

originally consisted of six categories was revised into three categories (i.e., score 0, score 1, and 

score 2). This correction was performed to obtain better estimation of item and ability 

parameters. The results of the correction in the THE polytomous scoring category are presented 

in Table 3. The first category on the old scoring (i.e., a score of 0) for each item was not 

corrected. In item 1, the second category (i.e., score 1) and third category (i.e., score 2) on the 
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old scoring are combined into a new score of 1. This is based on the CRF curve (see Figure 2) 

which shows that the curves of participants’ responses for score 1 and score 2 tend to coincide. 

Furthermore, in the item 1, the scores 3, 4, and 5 on the old version of scoring were combined 

into a new score, namely score 2. This combination was carried out after observing the curves 

of participants’ responses for the scores of 3, 4, and 5 which also tended to coincide (see 

Figure2). For the item 2, item 3, and item 4, scores 1, 2, 3, and 4, based on the CRF curves which 

tended to coincide, were combined into a new score of 2, while a score of 5 on the old version 

of scoring was changed to a score of 2. Therefore, in the new version of polytomous scoring, 

the lowest score is 0 and the highest is 2. A score of 0 represents a test taker with low perfor-

mance, while a score of 2 represents a test taker with high performance. 

 
(a) 

 
(b) 

 
(c) 

Note. 

 
P1 = The probability of the test taker to obtain a 

score of category 1 (score 0) 

P2 = The probability of the test taker to obtain a 

score of category 2 (score 1) 

P3 = The probability of the test taker to obtain a 

score of category 3 (score 2) 

P4 = The probability of the test taker to obtain a 

score of category 4 (score 3) 

P5 = The probability of the test taker to obtain a 

score of category 5 (score 4) 

P6 = The probability of the test taker to obtain a 

score of category 6 (score 5) 

Figure 1. CRF Curve of Four Constructed-Response Items Used in the Statistical Methods I Test Before 

Scoring Corrections Were Made: (a) GRM; (b) PCM; and (c) GPCM 
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Table 3. The Results of Correction on THE Scoring Category 

The old scoring (6 categories) 

The new scoring 

Item 1 

(3 categories) 

Item 2 

(3 categories) 

Item 3 

(3 categories) 

Item 4 

(3 categories) 

0 0 0 0 0 

1 
1 

1 1 1 
2 

3 

2 4 

5 2 2 2 

Distribution of New Version Polytomous Scoring Results 

The new version of polytomous scoring, which is an improvement on the old version of 

polytomous scoring in terms of the number of score categories, consists of three score 

categories, namely score 0, score 1, and score 2. Score 0 represents the test taker’s performance 

in answering THE is low and score 2 represents that the test taker’s performance is high. The 

distribution of the test takers’ performance in answering the four constructed-response items 

based on the new scoring category is presented in Table 4. In the item 1, most students scored 

in category 2 (44.9%) and the least scored in category 0 (12.4%) ). In the item 2, most test takers 

obtained a score of 1 (56%) and the least test takers obtained a score in category 0 (7.3%). In 

the item 3, most test takers received a score of category 1 (82.3%) and the least participants 

received a score of category 2 (4.5%). In the item 4, most participants obtained a score of cate-

gory 2 (73.4%) and the least number of participants scored in category 0 (12.2%). In general, 

with the new polytomous scoring, most of the test takers’ performance in the THE was in the 

moderate category. 

Table 4. Distribution of New Version Polytomous Scoring (N = 1173) 

New 

score 

Item 1 Item 2 Item 3 Item 4 

n % n % n % n % 

0 145 12.4 86 7.3 154 13.1 143 12.2 

1 502 42.8 657 56.0 966 82.3 861 73.4 

2 526 44.9 430 36.7 53 4.5 169 14.4 

Comparison of the Fit of Polytomous IRT Models After Scoring Correction 

In order to determine the best polytomous scoring model or polytomous IRT model, the 

results of scoring correction were estimated using the GRM, PCM, and GPCM to obtain the 

RMSEA value and the fit of each item with the model. The RMSEA and p-values of the four 

constructed-response items used in the THE which were obtained after scoring correction are 

presented in Table 5. When the scoring correction was made so that there are three score 

categories, the estimation results with the GRM show that there are three items that fit the 

model and one item (i.e., item 2 ) did not fit the model (RMSEA = 0.089; p = 0.017). The same 

thing can be found in the estimation results with the GPCM, where three items fit the model, 

while one item (i.e., item 2) does not fit the model (RMSEA = 0.078, p = 0.039). However, when 

the results of scoring correction were estimated with the PCM, all items fit the model (RMSEA 

ranges from 0 to 0.067). Thus, the THE instrument with the new version of polytomous scoring 

that consists of three score categories is best estimated using the PCM. 
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Table 5. THE New Polytomous Scoring Model’s Fit Comparison  

Item 
GRM PCM GPCM 

RMSEA p RMSEA p RMSEA p 

1 0.000 0.463 0.049 0.187 0.007 0.408 

2 0.089 0.017* 0.067 0.074 0.078 0.039* 

3 0.006 0.698 0.000 0.624 0.000 0.645 

4 0.062 0.096 0.065 0.081 0.060 0.108 

Note. * p < 0.05, item does not fit the model 

 
(a) 

 
(b) 

 
(c) 

Note. 

 
P1 = The probability of the test taker to obtain a 

score of category 1 (score 0) 

P2 = The probability of the test taker to obtain a 

score of category 2 (score 1) 

P3 = The probability of the test taker to obtain a 

score of category 3 (score 2) 

Figure 2. CRF Curve of Four Constructed-Response Items Used in the Statistical Methods I Test After 

Scoring Corrections Were Made: (a) GRM; (b) PCM; and (c) GPCM 

If we look at the CRF curves of each item (see Figure 2), the curves for each category work 

well so that the information provided by the CRF curves is meaningful. An example of inter-

preting the CRF curve for item 1 using the estimated PCM model (see Figure 2b): test takers 

with an ability of less than –1.9 have a higher probability of obtaining a 0 score with a 
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probability up to 1; test takers with an ability of –1.9 to 0.1 have a higher probability of 

obtaining a 1 score with a maximum probability of 0.58; whereas participants with an ability of 

more than 0.1 have a higher probability of obtaining a 2 score with a probability up to 1. Thus, 

in item 1 the test taker requires a minimum ability of –1.9 to obtain a score of 1, while in order 

to obtain a score of 2, a test participant is required with a minimum ability of 0.1. Likewise with 

item 2 (see Figure 2b), to obtain a score of 1 the test taker requires a minimum ability of –2.2 

and a score of 2 requires a minimum ability of –0.2. The same analogy used for interpreting 

the CRF curves item 3 and item 4. 

Reliability and IRT Assumptions 

In order to reveal the reliability of the THE instrument, reliability estimation was conducted 

using Cronbach’s α formula. The estimation was performed using the scoring correction results 

(three response categories: 0, 1, and 2). The estimation results with Cronbach’s α formula yield 

a reliability coefficient of 0.634. Although not excessively high, the reliability coefficient 

adequately describes the quality of THE instrument. Thus, the THE instrument has relatively 

good consistency in estimating test takers’ ability. 

One of the crucial assumptions in item response theory is that the instrument must only 

measure a single dimension (unidimensional assumption). To put these assumptions to the test, 

we conducted factor analysis to obtain the eigenvalues for each factor formed using the help 

of the jamovi program. This factor analysis is preceded by verifying the adequacy of the sample 

and the correlation matrix is not the identity matrix. It was found that KMO measure of sam-

pling adequacy (MSA) is 0.68 overall, suggesting the sample was adequate for factor analysis. 

Bartlett’s test of sphericity demonstrates that the correlation matrix is not an identity matrix (χ2 

(6) = 686.33, p < 0.01). After that, factor analysis was performed to obtain the eigenvalues of 

the four components or factors based on the number of items in the THE instrument. The 

eigenvalues for the four factors that comprise THE instrument is presented in Table 6. Table 6 

shows that there is only one dominant factor (eigenvalue > 1), which is factor 1. This result 

indicates that the THE instrument only measures one dominant dimension, thus fulfilling the 

unidimensional assumption. This is confirmed by the scree plot in Figure 3 which shows only 

one steep slope is formed, indicating that the instrument meets the unidimensional assumption. 

Table 6. Eigenvalues from Four Factors 

Factor Eigenvalues 

1 1.3667 

2 0.0901 

3 0.0524 

4 –0.1434 

The next assumption in IRT that must be satisfied is local independence. Local independence 

indicates a condition in which the test taker’s response to a test item does not affect their res-

ponse to other test items (Retnawati, 2014). This condition could happen because the abilities 

or factors that can affect the performance of test takers in a test are constant. Retnawati (2014) 

suggests that support for fulfilling the assumption of local independence is obtained when it 

can be shown that there is the same in magnitude between the probability that test takers with 

a certain ability level can answer all the test items correctly and the product of the probabilities 

of test takers with that particular level of ability can answer each test item correctly. In this 

study, the assumption of local independence is said to be satisfied by investigating that in 

terms of content, the test items used in THE are independent of one another. In other words, 
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the test takers’ responses to each test item used in THE do not affect their responses to other 

test items. 

 

Figure 3. Scree Plot of the Eigenvalues of the Factors Formed  

 

Figure 4. Plot of THE Item Parameter Invariance (Steps 1 and 2) 

Another assumption that must be satisfied in IRT is parameter invariance. In this study, we 

only focused on examining the invariance of the item parameters because ability parameter 

invariance is impossible to be assessed because the THE instrument consists of only four items. 

In order to test the invariance of the item parameters, we first split the data into two parts 

based on the order of test takers. The first half was the data of test takers who are in odd order, 

while the second half was the data of test takers who are in even order. We then estimated the 

item parameters for every split using the PCM. The PCM was chosen because it produces the 

best model fit compared to the GRM and GPCM. The results of item parameter estimation (i.e., 

the value of step 1 and step 2) of each item in the first and second halves were correlated. The 

correlation coefficient obtained is 0.991, indicating that the item parameter invariance 

assumption is satisfied. The plot of the step 1 and step 2 parameters for each item is presented 

in Figure 4. Because the distribution of the dots in Figure 4 tends to be close to a straight line, 

there is no issue that needs to be addressed regarding THE item parameter invariance. 

Discussion 

Polytomous scoring using six response categories (scores 0 to 5) for the four THE instrument 

items reveals that none of the items fit into the PCM and GPCM. When estimated using the 
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GRM, however, only one item (i.e., item 1) fits the model. This indicates that polytomous scoring 

using six response categories produces unsatisfactory estimates for all estimation models. 

Several studies suggest that four response categories produce a good model fit (Abal et al., 

2017; Lozano et al., 2008). Based on that, it makes sense that using six response categories 

results in an unsatisfactory model fit. As a result, scoring improvements or corrections are 

required to improve the model’s fit. 

The estimation results using six response categories were unsatisfactory, so the polytomous 

score of THE instrument had to be rescaled (rescaling needs to be made). This refers to the CRF 

curves for all estimation models, demonstrating that some response categories do not work 

well. Several categories of responses that did not work were combined with other response 

categories to provide better information for estimating the minimum ability of students to 

score in these response categories. Finally, the initial scoring using six response categories was 

rescaled to three response categories (i.e., scores 0 to 2). Scoring with the three response 

categories yields better estimates for all polytomous IRT models, and each response category 

on the CRF curve functions correctly (see Figure 2). 

Estimation results using three response categories for THE instrument show that all items fit 

the PCM model, whereas estimation using the GRM and GPCM only yields three out of four 

items that fit the model. Thus, the estimation of polytomous scoring of THE instrument using 

the PCM model is far more satisfying than the GRM and GPCM. This finding differs from the 

findings of Yılmaz (2019), who found that GRM produces smaller RMSEA values than GPCM. 

However, Yılmaz's study (2019) did not directly compare GRM and GPCM. The findings of this 

study are also different from those of Suciati et al. (2022), who reported that the PCM did not 

meet the model fit for the constructed-response test instrument they developed. The results 

of other studies are also inconsistent with ours, such as the study of Auné et al. (2020), who 

reported that the GRM produced the best model fit parameters than the GRM, GPCM, and 

PCM. As a result, there has been no consistency in research results to determine the best poly-

tomous scoring model up to this point. However, our study strengthens the future discourse 

so that other researchers can continue investigating this issue. 

The results of this study contribute to improving the quality of assessment using the polyto-

mous scale instrument. The results are significant because they can be used as a consideration 

for test developers to choose the appropriate response category when creating a polytomous 

scale instrument scoring rubric, such as a constructed-response test. The selection of the 

correct number of response categories and impacting model fit also guarantees that the test 

meets the principle of fairness for participants. In other words, choosing the correct number of 

response categories can reduce bias regarding the actual test taker’s ability. No less essential, 

these results also guide researchers, psychometricians, and even test developers to choose the 

estimation model that best fits the characteristics of the data to be analyzed. 

Study Limitations and Implications 

Although this study successfully provided empirical evidence regarding scoring correction 

procedures and their impact on model fit, it still has several limitations. First, because the data 

used is limited to a single case, researchers cannot guarantee the consistency of the research 

findings. An important question that must be addressed next is whether the same procedures 

and estimates will yield the same results when applied to other data sets. Thus, future research 

should broaden this study by involving more data sets with the same characteristics to streng-

then or correct the findings from this study. Second, there were only four items used in this 

study. The intriguing question is whether the same procedures and estimates applied to larger 

instruments will yield the same results. This question is a guideline and an opportunity for 
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future research, and it is expected to complement the findings of this study. Third, this study 

only looks at the effect of scoring corrections on the fit of the estimation model and not on 

the ability parameter estimates. As a result, it is critical to conduct research on this topic in the 

future. 

CONCLUSION 

This study reveals that the number of response categories on polytomous scoring impacts 

model fit. Scoring with fewer response categories results in a better model fit. Scoring with 

more response categories will likely cause some response categories not to work. This has an 

impact on the difficulty of obtaining optimal model fit. The study also revealed that the PCM 

produced the best fit compared to the GRM and GPCM. This indicates that the test used (i.e., 

THE developed by the Open University) is best analyzed using the PCM. The PCM analysis 

would produce the most accurate estimation of item and person parameters. This accuracy is 

important to ensure the quality of the test and fulfill the principle of fairness in estimating 

participants’ abilities. Finally, we recommend that test developers be careful in creating essay-

scoring rubrics. In the rubric developed, the test developer should pay attention to the 

functioning of the given score category. There must be a clear definition of when participants 

score 1, 2, and so on. In addition, the model fit parameters must be considered when choosing 

an analysis model on polytomous scoring.  
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